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This system maintenance manual provides information on installing and compiling the GOES evapotranspiration (ET) and drought product system (GET-D).  In addition, this document describes the GET-D system monitoring, recovery of processing failures, and long-term maintenance.
Additional information on GET-D input and output products may be found in the GET-D Interface Control Document (ICD).  Information on servers from which inputs are downloaded is contained in the ICD.

The system description document (SDD) contains information on the GET-D system - GET-D application, GET-D input and output products, the system operating environment, system processes, and system programs.

1. COMPILATION AND INSTALLATION PROCEDURES TC "1.0 COMPILATION AND INSTALLATION PROCEDURES" \f C \l "1" 


  To install and compile the GET-D system, the following steps should be followed in order.
1.1 Libraries needed by GET-D TC "1.1 Libraries Needed by GSIP" \f C \l "2" 
    FORTRAN libraries for the GRIdded Binary 2 (GRIB2) and the Network Common Data Format (netCDF-4) are required by GET-D. If you have shared library installed on the system, you can skip this section and go to section 1.2 to setup the compiling options. The instructions provided below are for compiling the shared libraries using GFORTRAN compiler only. In order to compile the GRIB2 and netCDF-4 libraries, the below compilation notes must be followed.

1.1.1 GRIB2 library
    GRIB2 library is used to read in GFS data files in GRIB2 format and the file format for GETD outputs. The default package is under /lib_packages. Detailed instructions can be found in Appendix A.2.
1.1.2 netCDF Library and Include Files

    Identify the directory path to libnetcdf.a. and the directory path to the netCDF include files.
1.2 Climatology data needed by GET-D TC "1.1 Libraries Needed by GSIP" \f C \l "2" 
    There are multiple climatology data files required by GET-D to process the input data and generate the final drought product.

1.3 Script File Set-up TC "1.3 Script File Set-up" \f C \l "2" 
The GET-D processing scripts need to be updated to include the following configurations for your system.

1.3.1 HOME Variable or HOME Environment Variable.

The HOME variable (or environment variable) must be set in the following scripts.  Set this variable with the pathname to your system’s GET-D directory.
All the GET-D paths should be updated in the run_GETD_by_doy.csh.

setenv LD_LIBRARY_PATH /disks/data123/zpli/UnitTest/lib

setenv HOME_DIR /data/data123/zpli/UnitTest

# Don't change the following directory unless you have to

# these paths are related with the settings in the cfg file

# and must be tested if changed.

setenv WORK_DIR $HOME_DIR/run

setenv CLIMO_DIR $HOME_DIR/climo

setenv local_wgrib2 $WORK_DIR/wgrib2
setenv IN_DATA_DIR  $HOME_DIR/data

setenv OUT_DATA_DIR  $HOME_DIR/data

setenv STATIC_DATA_DIR $HOME_DIR/data/static

setenv SCRIPT_DIR $HOME_DIR/run

setenv CUR_DAY_LOG $WORK_DIR/cur_day.log

# Climatology input data files

setenv climo_in_east_dir  $STATIC_DATA_DIR/EAST_MASK

setenv east_max_tb11_dir  $climo_in_east_dir/MAX_TB11_SMOOTH

setenv east_diff_neg_dir  $climo_in_east_dir/CHAN_DIFF_NEG_DIFF_SMOOTH

setenv east_diff_pos_dir  $climo_in_east_dir/CHAN_DIFF_POS_DIFF_SMOOTH

setenv east_albedo_dir    $climo_in_east_dir/VIS_ALBEDO_SMTH

setenv east_rise15_dir    $climo_in_east_dir/SUNRISE

setenv climo_in_west_dir $STATIC_DATA_DIR/WEST_MASK

setenv west_max_tb11_dir $climo_in_west_dir/MAX_TB11_SMOOTH

setenv west_diff_neg_dir $climo_in_west_dir/CHAN_DIFF_NEG_DIFF_SMOOTH

setenv west_diff_pos_dir $climo_in_west_dir/CHAN_DIFF_POS_DIFF_SMOOTH

setenv west_albedo_dir   $climo_in_west_dir/VIS_ALBEDO_SMTH

setenv west_rise15_dir   $climo_in_west_dir/SUNRISE
# All raw data inputs into GET-D
# GOES input directory

setenv GET-D_MET_GFS_IN $IN_DATA_DIR/GFS

setenv GET-D_GOES_EAST $IN_DATA_DIR/GOES/EAST/

setenv GET-D_GOES_WEST $IN_DATA_DIR/GOES/WEST/

setenv GET-D_GET-D_EAST $IN_DATA_DIR/GET-D/EAST

setenv GET-D_GET-D_WEST $IN_DATA_DIR/GET-D/WEST

setenv GET-D_SNOW_IN $IN_DATA_DIR/SNOWMASK
setenv GET-D_EVI_IN $IN_DATA_DIR/EVI
setenv GET-D_GFS_COMMON $IN_DATA_DIR/GFS_COMMON

setenv GET-D_TRAD_EAST $IN_DATA_DIR/TRAD/EAST

setenv GET-D_TRAD_WEST $IN_DATA_DIR/TRAD/WEST

#

setenv GET-D_LST_EAST $IN_DATA_DIR/LST/EAST

setenv GET-D_LST_WEST $IN_DATA_DIR/LST/WEST

setenv GET-D_GET-D_UTP $IN_DATA_DIR /GSIP/UTP
#weekly EVI composite from VIIRS GVF product

setenv GETD_WEEKLY_EVI_IN $IN_DATA_DIR/weekly_evi

setenv GETD_EVI $IN_DATA_DIR/EVI
#Alexi input data in local time

setenv GET-D_ALEXI_LST $IN_DATA_DIR/ALEXI_LST

setenv GET-D_ALEXI_MET $IN_DATA_DIR/ALEXI_MET

setenv GET-D_ALEXI_LAI $IN_DATA_DIR/ALEXI_LAI

setenv GET-D_ALEXI_SNOW $IN_DATA_DIR/ALEXI_SNOW

#GET-D output

setenv GET-D_ET_OUT  $OUT_DATA_DIR/ET

setenv GET-D_ESI_OUT $OUT_DATA_DIR/ESI
1.3.2 McIDAS bin Directory

  Set the McIDAS bin directory in the following scripts:

script_files/hourly_proc_<domain>.scr

utilities/recover_domain.scr
The McIDAS bin directory contains the McIDAS commands.
Example:

set MCDIR=/net/orbit040l/home/mcidas/bin
1.3.3 FTP User Email Address
Set the user email address for FTP jobs in the scripts that download data from external sources.  This is useful because NCEP and other data providers will send the user an email when there is a data issue (e.g. data format change, etc.)

Scripts with FTP jobs:

script_files/gfs_pre_proc.scr

utilities/recover_gfs.scr

Example:

ftp some.server.noaa.gov

user anonymous osdpd_ops@noaa.gov

1.3.4 GET-D Warning Message Email Address

Set the user email address for GET-D warning messages.  These warning messages are sent when input files are not downloaded or GET-D processing fails.
Set the email address in the WARNINGEMAIL variable in these scripts:

1.3.5 GET-D Input/Output File Retention
Set the number of days to keep GET-D input and output files on the system.  Older files are automatically deleted from the system.  The number of days may depend on your system’s available storage volume.
Set the number of days in the KEEP_NDAYS variable in these scripts:

Default retention is 5 days.  Note that Imager Area channel-1 files MUST be kept for 28 days in order for the clear composite to utilize the correct number of days.
1.3.6 Image Generation Grads Path

Image generation requires the path to GRADS to be set in the following script.  This is the path to the system GRADS executable for starting GRADS non-interactively. If GRADS is installed globally, this step can be skipped.
In run_daily_GETD_pack.csh:
set IDL = /usr/local/bin/idl
1.4 Compiling GET-D TC "1.4 Compiling GSIP" \f C \l "2" 
    In order to compile GET-D for your system, makefile must be updated to include the directory paths to the libraries listed above in section 1.1.  The following table lists the codes that need to have their makefiles updated, the location of the makefile, and the line in the makefile needing the directory path <dir path> added.

Table 1.1: Codes for which makefiles need to be updated with the system’s library paths
	Code
	Makefile
	Line to be updated in Makefile

	GET-D Main Processing
	Src/make/Makefile
	LIBS = -L/<dir path> -lmfhdf -ldf -ljpeg –lz


After compiling the libraries, updating the makefiles with the library paths, and setting up the scripts, GET-D can be compiled. To compile GET-D, get into GETD/src/make directory and run these scripts:
src/make$ make getd
Compiles the GET-D data processing unit codes and executables to the /run directory. Default output is /run/getd.x.
src/make$ make alexi
Compiles the GET-D data ET computing unit codes and executables to the /run directory. Default output is /run/alexi.x.

src/make$ make ctools
Creates symbolic links for Fortran execution, so that system directories are not hardcoded in the Fortran code.  These links are for the GET-D recovery processing – links are set up in the /utilities directory.

These three scripts can be run in any order.  Keep the scripts in the /utilities directory; the scripts will copy the executables to the GET-D /run directory.

1.5 Cron Job Set-up TC "1.5 Cron Job Set-up" \f C \l "2" 
  GET-D runs on a routine basis using the system’s cron program.  The cron program reads the crontab file to determine the jobs to run and when to run them.
The format of any cron job in the crontab file is (one job per line):
min hr day month day-of-week job.script
The following cron jobs will download the GOES, GSIP, VIIRS, GFS and IMS Snow data at the appropriate times, run GET-D processing each day when all input data are downloaded for the day. GET-D postprocessing will start at 10 min after 14 UTC every day. This is the format of the cron jobs in the crontab file
:
07 01,07,13,19 * * * <GET-D path>/script_files/gfs_pre_proc_start.scr

Note: When each cronjob runs, a system message is sent to /var/spool/mail/  

To stop the system message from being sent to /var/spool/mail/, add 
" > /dev/null 2>&1 " to each cron job, like this:

* * * * * /some_job_script.scr > /dev/null 2>&1

2. MONITORING & RECOVERY PROCEDURES TC "2.0 MONITORING & RECOVERY PROCEDURES" \f C \l "1" 
The GET-D system is fully automated and no regular daily maintenance is required. Warning messages are sent to the operations personnel in case of failed downloads or processing failure. Operations personnel should routinely browse through the GET-D web site showing real-time updated images of all GET-D output products (all domains, all hours) to ensure the system is running normally. 
In case of processing failures, recovery scripts are provided for recovering failed or missing data.  Processing failures can include: missing inputs from external sources (NCEP server, GOES ADDE server, etc.), GET-D processing problems that prevented outputs from being generated, and disk crashes that resulted in lost output data.

2.1 Building-block Recovery Scripts TC "2.1 Building-block Recovery Scripts" \f C \l "2" 
There is one building-block recovery script for each step of the GET-D processing.  Each of the following basic functions of the GET-D system is handled by a single recovery script:  download of Imager data from the ADDE server, download and pre-processing of the GFS forecast data, download and pre-processing of the IMS Snow data, and running the GET-D main processing to generate GET-D output products. Post-processing can be started from the command line.
Because the basic functions of the GET-D system are handled independently by the recovery scripts, the scripts can (1) be run independently to perform that single task, or (2) be combined in a driver script to handle any recovery task depending on the nature of the GET-D failure.

2.1.1 Recovery of GFS Download and Pre-processing (recover_gfs.scr)
2.1.1.1 Description
2.2 Recovery Driver Script TC "2.2 Recovery Driver Script" \f C \l "2" 
3. SYSTEM MAINTENANCE TC "3.0 SYSTEM MAINTENANCE" \f C \l "1"  
The following are non-routine changes to the GET-D system.  These types of changes include the launch of new satellites, changes to Imager calibration, and changes to input/output server configurations.  

Under nominal conditions, these system parameters need no change.  In the event of the following changes, the sections below provide instructions for updating the GET-D system so that processing may continue with no interruption or limited interruption.
3.1 New Satellite TC "3.1 New Satellite in GOES-East or GOES-West Position" \f C \l "2" 
If a new satellite is launched or a spare is activated, the new satellite ID number must be entered into the processing script variable indicating the position of the new satellite (i.e. GOES-East or GOES-West).  The possible variables are:
GOES_EAST_SATID

GOES_WEST_SATID
The processing scripts in which the satellite ID must be updated are:




script_files/hourly_proc_<domain>.scr




utilities/recover_domain.scr




utilities/recover_GET-D.scr

3.2 New Satellite Platform & Calibration Constants TC "3.2 New Satellite Platform & Calibration Constants" \f C \l "2" 
3.3 New Input Data Servers TC "3.3 New Input Data Servers" \f C \l "2"  
To ensure a reliable flow of input data, the following sections describe the changes needed when input data server configurations change.

3.3.1 GOES data Server

Whenever the server IP addresses change, the ???.TXT file must be updated.

3.3.2 NCEP Climate Forecast System Reanalysis data Server
The FTP server from which the NCEP CFS data are downloaded (see Table 3.1) is specified in the script:

When the FTP server address or directories change, the script gfs_pre_proc.scr must be updated.

3.3.3 IMS Snow Data Server
The FTP server from which the IMS Snow data are downloaded (see Table 3.1) is specified in the script:


script_files/snow_pre_proc.scr
When the FTP server address or directories change, the script snow_pre_proc.scr must be updated.
3.4 New Locations for Copying GET-D Results TC "3.4 New Locations for Copying GSIP Results" \f C \l "2" 
GET-D result files are copied to additional locations such as FTP servers or other system directories (e.g. for validation, or for image display).  If these locations change, the following scripts need to be updated.

3.4.1 Result Files Copied to an FTP Server or Other System Directory 

Set the new directory paths  in the scripts:
3.4.2 Image Files Copied to Web Server

The webserver directory path, where GET-D output images are copied to, is set in the scripts:

3.5 New Satellite Positions in Image Generation TC "3.5 New Satellite Positions in Image Generation" \f C \l "2" 
3.6 Changing the Image Characteristics TC "3.6 Changing the Image Characteristics" \f C \l "2" 
Appendix A.  Library installations 

A.1 NETCDF library
We used the libraries packed together for the NETCDF library.
wget ftp://ftp.star.nesdis.noaa.gov/pub/corp/scsb/wchen/cmft/cmftlib.tar.gz
compile and change cmft/config.in  for your own specification.

(several examples there for gfortran/ifort), you chose one.

Then

cd src/

export PATH=.:$PATH

make > make.log 2>&1  

If you use gfortran, you will get something like:

$HOMEPATH/cmft_gnu/include/

$HOMEPATH/cmft_gnu/lib/

A.2 GRIB2 library
A2.1 WGRIB2

There is a WGRIB2 package delivered with GET-D source codes. The makefile was modified to use with LINUX gcc compiler.

If you want to install the WGRIB2 from the original package, you can download the WGRIB2 tool from NCEP website (//www.cpc.ncep.noaa.gov/products/wesley/wgrib2/index.html).
Download source code from the link in the page and unzip the file.
       http://www.ftp.cpc.ncep.noaa.gov/wd51we/wgrib2/wgrib2.tgz
Followed the instructions in the README file. Go to the main directory (wgrib2)

       cd wgrib2

Define the C compiler that you will be using in the makefile.  Note icc and pgc have been

found to be incompatible with the Jasper library and are not allowed. More information can be found in the README file.
       sh/bash:    export CC=gcc
       csh/tcsh:   setenv CC gcc

Also need to define the FOTRAN compiler

       sh/bash:    export CC=gfortran

       csh/tcsh:   setenv CC gfortran

Compile the wgrib2 using make under LINUX
       linux:      make

The make process will generate necessary libraries.
Try executing wgrib2 and check the configuration by using 

      wgrib2/wgrib2 –config

Should generate some information as follows:

-----------------------------------------------------------------------
wgrib2 v0.1.9.9 9/2013 Wesley Ebisuzaki, Reinoud Bokhorst, Jaakko Hyvätti, Dusan              
Jovic, Kristian Nilssen, Karl Pfeiffer, Pablo Romero, Manfred Schwarb, Arlindo              
da Silva, Niklas Sondell, Sergey Varlamov

Compiled on 16:28:59 Jul 29 2015

Netcdf package: "3.6.3" of Dec  2 2013 10:31:56 $ is installed

mysql package is not installed

regex package is installed

tigge package is installed

interpolation package is not installed

gptpc interface: experimental v0.1

UDF package is not installed

maximum number of arguments on command line: 5000

maximum number of -match,-not,-if, and -not_if arguments: 1000

stdout buffer length: 30000

default decoding: g2clib emulation

g2clib decoders are not installed

user gribtable: (none)

C compiler: gcc

Fortran compiler: f77

OpenMP: not used

INT_MAX:   2147483647

ULONG_MAX: 18446744073709551615

-----------------------------------------------------------------------

Copy wgrib2 to the desired work place /run for GET-D usage.

$cp wgrib2/wgrib2 ../../run

Note during this process, several libraries are generated in different directories under the grib2 directory:
./g2clib-1.2.1/libgrib2c.a

./gctpc/source/libgeo.a

./iplib.2012/libipolate.a

./jasper-1.900.1/src/libjasper/jpc/.libs/libjpc.a

./jasper-1.900.1/src/libjasper/ras/.libs/libras.a

./jasper-1.900.1/src/libjasper/base/.libs/libbase.a

./jasper-1.900.1/src/libjasper/mif/.libs/libmif.a

./jasper-1.900.1/src/libjasper/bmp/.libs/libbmp.a

./jasper-1.900.1/src/libjasper/jpg/.libs/libjpg.a

./jasper-1.900.1/src/libjasper/jp2/.libs/libjp2.a

./jasper-1.900.1/src/libjasper/pgx/.libs/libpgx.a

./jasper-1.900.1/src/libjasper/pnm/.libs/libpnm.a

./jasper-1.900.1/src/libjasper/.libs/libjasper.a

./netcdf-3.6.2/libsrc/.libs/libnetcdf.a

./zlib-1.2.5/libz.a

./libpng-1.2.44/.libs/libpng12.a

./libpng-1.2.44/.libs/libpng.a
We need to copy the following libraries to the lib directory so we can skip steps 1 to 3 and continue from step 4.
Zlib:
 ./zlib-1.2.5/libz.a

Libpng: 
./libpng-1.2.44/.libs/libpng12.a

./libpng-1.2.44/.libs/libpng.a

Libjasper:
./jasper-1.900.1/src/libjasper/.libs/libjasper.a

A2.1 Zlib

Download the originally codes from reliable source and unzip the package.

1)      tar xvzf ./zlib-1.2.5.tar.gz

2)      cd zlib-1.2.5
3)      ./configure --prefix=$LIBPATH
4)      make

5)      make check

6)      make install

A2.2 Lib bacio 

Enter the directory where bacio is:

	Step
	Command line inputs
	Description

	1
	$vi makefile
	Modify the compiler to fit with the OS and machine user used

	3
	$make
	Create the library file

	4
	$ cp libbacio.a /nwprod/lib
	Move the library file to the library destination location.


Note:

This library contains Fortran 90 interface to "C" language I/O routines.

The Fortran routines call "C" functions, which must follow a specific symbol naming convention used by your machine/loader to be linked successfully. If you are having trouble linking to the routines

in this library, please make sure the appropriate machine is defined in the "clib.h" file and recompile the library.
A2.3 Lib w3 

Enter the directory where w3lib is (w3lib-2.0.2):

	Step
	Command line inputs
	Description

	1
	$vi +21 Makefile

Edit line 23, for your definition based on line 5, Cygwin users use -DLINUX 

Edit line 24 for your C compiler, HP use gcc is available 

Edit line 25, ARFLAGS = ruv if not already set in your environment 

Edit line 66, remove “-ruv” 
	Modify the compiler to fit with the OS and machine in the Make file

# OPTIONS FOR LINUX G95

F77     = f95

FFLAGS  = -g -O

CFLAGS  = -O -DLINUX

CC      = cc

ARFLAGS = -ruv

	2
	$make
	Create the library

	3
	$cp libw3.a /nwprod/lib
	Move the library to the destination location.


Note: This library contains Fortran 90 decoder/encoder routines for GRIB edition 1, general date manipulation routines, and a Fortran 90 interface to "C" language I/O routines.  The user API for the GRIB1 routines is described in file "grib1.doc". 

Some Fortran routines call "C" functions, which must follow a specific symbol naming convention used by your machine/loader to be linked successfully. If you are having trouble linking to the routines in this library, please make sure the appropriate machine is defined as an option in the CFLAGS variable in the Makefile.  See the first few lines of the Makefile for valid options and recompile the library.
A2.4 Lib g2 (g2lib-1.4.0)

Enter the directory where g2 is:

	Step
	Command line inputs
	Description

	1
	$vi +19 makefile

INCDIR=-I/nwprod/include 

Go to line 36 and edit to specify your platform, see line 6 for options 

Go to line 37 and change the compiler to your FORTRAN 90/95 compiler 

Go to line 38 and change cc to your C complier, HP users use gcc if available 

For 64 bit compilers, set CFLAGS=-O3 $(DEFS) $(INCDIR) –D__64BIT__
	Modify the compiler to fit with the OS and machine in the Make file

	2
	$make
	Create the library

	3
	$cp libg2.a /nwprod/lib
	Move the library to the destination location.


Note:
This library contains Fortran 90 decoder/encoder routines for GRIB edition 2, as well as indexing/searching utility routines.  The user API for the GRIB2 routines is described in file "grib2.doc"
Some Fortran routines call "C" functions, which must follow a specific symbol naming convention used by your machine/loader to be linked successfully. If you are having trouble linking to the C routines in this library, please make sure the appropriate machine is defined as an option in the CFLAGS variable in the makefile.  See the first few lines of the makefile for valid options and recompile the library.

This library have added support for PNG and JPEG2000 image compression algorithms within the GRIB2 standard.  If you would like to compile this library to utilize these GRIB2 Templates, make sure that -DUSE_PNG and -DUSE_JPEG2000 are specified in the FDEFS variable in the makefile.  

If you do not wish to bother with the external libs and don't need PNG and JPEG2000 support, you can remove the -DUSE_PNG and -DUSE_JPEG2000 flags from the FDEFS variable in the makefile.
Though you can choose to not link with the PNG and JEPG lib, we don’t suggest this unless you have good reason.  
A note about routine MOVA2I:

Some routines in this library call subroutine MOVA2I, which is included in our W3LIB library containing the GRIB1 decoder/encoder routines.  If you are using this library without libw3.a, you will need to compile mova2i.c (included in this distribution) so it can be added to libg2.a.  Just add the line:

        $(LIB)(mova2i.o) \

to the list of routines in the makefile.
Zpli note: if you use the libw3 lib, then 

Note:

For rhw1094 with gfortran(f95), using the following option:

DEFS=-DLINUX

 FC=f95

 CC=gcc

 CPP=cpp -P –C
CFLAGS=-O3 $(DEFS) $(INCDIR) -D__64BIT__

FFLAGS=-O3 -g -I $(MODDIR)
Compile bacio-1.3 library and copied to the grib2/lib directory.

Modified the makefile of g2lib

lib/libbacio.a
lib/libjasper.*
lib/libw3.a
After copied all the libraries to the g2lib, update the makefile.
# ----- used with 64-bit machine  ---

#on RHW1094 with GFORTRAN

DEFS=-DLINUX

FC=gfortran

CC=gcc

CPP=cpp -P -C

MODDIR=.

CFLAGS=-O3 $(DEFS) $(INCDIR) -D__64BIT__

FFLAGS=-O3 -g -I $(MODDIR)

If you have an example program, you can include the libraries by set the library path and all the libraries as follows:

INC  = -I/nwprod/include
LIB = -L/nwprod/lib -lg2 -lbacio -ljasper -lw3 -lpng12
Note: Don’t put the “-ljasper” before –lg2, otherwise you may get errors:

/disks/data123/zpli/rhw1094_f95/lib/libg2.a(dec_jpeg2000.o): In function `dec_jpeg2000_':

dec_jpeg2000.c:(.text+0x12): undefined reference to `jas_stream_memopen'

dec_jpeg2000.c:(.text+0x1f): undefined reference to `jpc_decode'

dec_jpeg2000.c:(.text+0x56): undefined reference to `jas_matrix_create'

dec_jpeg2000.c:(.text+0x7e): undefined reference to `jas_image_readcmpt'

dec_jpeg2000.c:(.text+0xd8): undefined reference to `jas_matrix_destroy'

dec_jpeg2000.c:(.text+0xe0): undefined reference to `jas_stream_close'

dec_jpeg2000.c:(.text+0xe8): undefined reference to `jas_image_destroy'

Try to compile a test program and output some information.

A.3 GrADS

GrADS is free software that is used to display the binary data files under Linux system.
GET-D used GrADS to display the results and output the PNG files for visual check.

Requirments, to install the 
1. Get the source code package.
wget ftp://cola.gmu.edu/grads/2.0/grads-2.0.2-src.tar.gz
2. Run configure. 

$ ./configure
3. Compile the program. This step may require libXmu-devel package installed on the system.
$make
4. Move the executables to the bin directory.

$make install
The executables will be found under bin directory and can be moved to other locations.
Also need to setup the GADDIR for GrADS operation.
A.4 Test data setup

The test data included the climatology data and static parameter data used in GET-D:
EAST_MASK_DIFF_NEG.tar.gz     
EAST_MASK_DIFF_POS.tar.gz      

EAST_MASK_MAX_TB11.tar.gz     
EAST_MASK_VIS_ALBEDO.tar.gz

EAST_MASK_SUNRISE.tar.gz        

WEST_MASK_NEG_DIFF.tar.gz

WEST_MASK_MAX_TB11.tar.gz

WEST_MASK_POS_DIFF.tar.gz

WEST_MASK_SUNRISE.tar.gz

WEST_MASK_VIS_ALBEDO.tar.gz

GETD_Ancillary_esi.tar.gz

GETD_Ancillary_others.tar.gz    
GETD_Ancillary_testdata.tar.gz
Static parameter files used for ALEXI run

region_adeadl.dat

region_adeadn.dat

region_adeadv.dat

region_aleafl.dat

region_aleafn.dat

region_aleafv.dat

region_lc.dat

region_xl.dat

RSLN_NAMR.dat

RSLV_NAMR.dat
�Need to be added after getting information on DDS data inputs.
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