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This interface control document contains information on the GOES evapotraspiration (ET) and drought product system (GET-D) input products (i.e., dynamic inputs), intermediate products, output products, and static ancillary input files. In addition, information on servers from which inputs are downloaded is contained in this document.

Information on installing and compiling the GET-D system, along with system monitoring, recovery of processing failures, and long-term maintenance, may be found in the GET-D System Maintenance Manual.

The system description document (SDD) contains information on the GOES Surface and Insolation Products (GET-D) data processing system - GET-D application, GET-D input and output products, the system operating environment, system processes, and system programs.

1.0 INPUT FILES TC "1.0 INPUT FILES" \f C \l "1" 
The GET-D system utilizes five types of dynamic input files:  Imager channel data from GOES, Insolation data from GSIP L2 product, daily input GIMGO and IVISR granules from VIIRS, Climate Forecast System (CFS) forecast data, and Interactive Multisensor Snow & Ice Mapping System (IMS) snow and ice coverage data (Table 1.1).
Dynamic inputs are distinguished from static ancillary inputs.  The dynamic inputs (described in this section) contain temporally changing data values and are downloaded from external sources on a routine basis.  In contrast, the static (or ancillary) inputs do not change, are kept on the system in the data/static/ directory, and are described in Section 4.0 of this document.

1.1 Processing Scripts / Configuration Files TC "1.1 Parameter Control Files / Startup Files" \f C \l "2" 
The GET-D system uses CSHELL scripts to setup the processing parameters and passed to the executables directly. There are multiple configuration files used in the processing scripts that also used to control inputs/outputs. When CSHELL scripts change, configuration control files also need to be updated to make sure the process works properly.
Table 1.1 GET-D external inputs
	Item
	Type
	Source
	Data Type
	Description

	CFS
	6-hour Input + 3-hour forecast
	NCEP ftp server
	GRIB2 files
	Forecast data from the NOAA/NCEP Climate Forecast System (CFS)

	GENHEM
	Hourly Input
	SATEPSDIST2e NSOF server
	AREA files
	GOES-EAST Northern Hemisphere sector scan, channels 1, 2, 4

	GWNHEM
	Hourly Input
	SATEPSDIST3e NSOF server
	AREA files
	GOES-WEST Northern Hemisphere sector scan, channels 1, 2, 4

	GSIP EAST
	Hourly Input
	SATEPSDIST3e NSOF server
	NETCDF4
	GSIP L2 product

	GSIP WEST
	Hourly Input
	SATEPSDIST3e NSOF server
	NETCDF4
	GSIP L2 product

	VIIRS
	Daly-hour Input
	SATEPSDIST3e NSOF server
	HDF5
	VIIRS spectral reflectance data

	IMS Snow
	Daily Input
	SATEPSDIST1e NSOF server
	ASCII files
	Interactive Multisensor Snow & Ice Mapping System (IMS) snow and ice coverage


Table 1.2 GET-D CSHELL scripts and configuration file inputs
	Name
	Usage
	Configuration files

	run_daily_SUNTIMES.csh
	 compute the two morning times for the NA domain
	sunrise8km_local.cfg

	run_daily_CFS_STEP1.csh
	Process 3 hours CFS data in GRIB2 format into 24 hours meteorological variables in plain binary format.
	GETD_CFS_STEP1.cfg

CFSR.cfg

	run_daily_CFS_STEP2.csh
	Extract morning meteorological variables from 24 hours data.
	GETD_CFS_STEP2_8km.cfg

	run_daily_GOES_IDL.csh
	Convert the GOES micada files into plain binary data files by running the IDL scripts.
	N/A

	run_daily_GOES_STEP1.csh
	Convert the hourly GOES raw data into hourly brightness temperature and apply the cloud mask
	GOES_EAST.cfg

	
	
	GOES_WEST.cfg

	run_daily_GOES_STEP2.csh
	Run the ATMOSPHERIC correction 
	ATMO_EAST8km.cfg

	
	
	ATMO_WEST8km.cfg

	run_daily_GOES_STEP3.csh
	Combines the GOES EAST and WEST into NA domain
	GETD_combine_GOES8km.cfg

	run_daily_GSIP_STEP1_2.csh
	 Remap GSIP EAST from NETCDF to binary for each hour
	GSIP_EAST_NA.cfg

	
	Remap GSIP WEST from NETCDF to binary for each hour
	GSIP_WEST_NA.cfg

	
	Combine EAST and WEST for each hour.
	GETD_combine_GSIP8km.cfg

	
	Combine 24 hourly data into one daily file
	GSIP_step2_NA.cfg

	run_daily_GSIP_STEP3.csh
	Extract  the GSIP data into 24 hours local time using two days GSIP inputs in UTC time.
	GSIP_step3_NA.cfg

	run_daily_aggEVI.csh
	Run the EVI aggregation process using GVF EVI inputs.
	EVI_temp.para

	run_daily_VIIRS_EVI.csh
	Extract the VIIRS EVI data into NA 8km domain from global domain.
	VEVI_global1km.cfg

	run_daily_VIIRS_LAI.csh
	Compute the VIIRS EVI data into LAI using regression parameters.
	LAI_na8km.cfg

	run_daily_SNOWMASK.csh
	Processing the snow mask data from ascii file into plain binary data
	snow24km_8km.cfg

	run_VLAI_ALEXI.csh
	Run the ALEXI model to compute the ET
	GETD_NA_8km_VLAI.cfg

	run_daily_ESI_compute.csh
	Calculate the fraction of Potential ET (fPET) using ET results from ALEXI and reference ET computed in GETD
	ESI_refET8km.cfg

	run_daily_ESI_smooth.csh
	Run the ESI smoothing procedure for daily fPET outputs using historical fPET results.
	smooth_VLAI_ESI8km.cfg

	run_daily_ESI_composite.csh
	Calculate the daily fPET into weekly composited fPET, and calculate the ESI for 2, 4, 8, 12 weeks.
	GETD_composite_ESI8km.cfg

	run_gen_images_not_validated.csh
	Generate the images for the 2, 4, 8, 12 weeks ESI.
	N/A

	run_daily_GETD_pack.csh
	Pack the daily fluxes outputs into GRIB2 and NETCDF files.
	GETD_pack_8km.cfg


1.2 Climate Forecast System (CFS) Forecast Fields
 TC "1.3 Global Forecast System (GFS) Forecast Fields" \f C \l "2" 
Forecast data from the NOAA/NCEP Climate Forecast System (CFS) are used to supply primary meteorological inputs to the GET-D system.  These inputs are air temperature, specific humidity, geopotential height, surface wind speed and downwelling longwave radiation.  The data used by GET-D are the 00 hour and the 03 hour forecast.  The CFS data are at 0.5 degree spatial resolution. Two scripts are used to process the input CFS data:
1. run_daily_CFS_STEP1.csh: extract the meteorological variables from GRIB2 input files into binary data in UTC time.

2. run_daily_CFS_STEP2.csh: extract meteorological variables for two morning times and 24 hours at local time in the North America domain.
Two days of CFS data are used for each GET-D daily run to provide local 24 hours daily information for the North America domain. Each day, 4 files at UTC hours 00, 06, 12 and 18 with 6 hours interval, and 4 03 hour forecast files are used to interpolate into hourly information for the GET-D run.
CFS data are downloaded by the GET-D system at UTC hours 01 for the previous day’s 3-hour data.  The GET-D run after all the in 6-hour cycles for times 00, 06, 12, and 18 UTC.  The following table shows the time of GET-D download and CFS model cycle, and the time represented by the data.

Table 1.3 CFS data for a single day.
	CFS model cycle downloaded (UTC)
	Forecast (hours)
	Example file

	00
	03
	 CFSR_20150624_0000_000.grb2

 CFSR_20150624_0000_003.grb2

	06
	09
	CFSR_20150624_0600_000.grb2
CFSR_20150624_0600_003.grb2

	12
	15
	CFSR_20150624_1200_000.grb2
CFSR_20150624_1200_003.grb2

	18 
	21
	CFSR_20150624_1800_000.grb2
CFSR_20150624_1800_003.grb2


Notice that the GET-D processing run should start after all the 8 data files are downloaded for a single day and before the GOES Imager data processing.  This is not a problem because the GET-D processing is daily based.

The CFS pre-processing script, CFS_download.csh, downloads the CFS files from the NCEP FTP server:

ftpprd.ncep.noaa.gov

The files from NCEP are in GRIB2 format.  The file names are of the form:

    CFSR_20150624_0000_000.grb2
    CFSR_20150624_0000_003.grb2

    CFSR_YYYYMMDD_HHHH_PPP.grb2

where “YYYY” is the year, “MM” is the month in two digits, “DD” is the day in the month in two digits, and “HHHH” is the CFS model cycle (0000, 0600, 1200, or 1800) and “PPP” indicates the forecast hours, range from 000 to 003.  Data are typically available on the NCEP server for 24-30 hours.

The CFS data are required for the GET-D algorithms to compute the ET, but are also used in the atmospheric correction of the GOES radiance data.  Without CFS data, the GET-D system will not run (and a failure message is sent to operations personnel).
1.3 GOES Imager Area Files
The Imager Area files are obtained from the ADDE server using McIDAS (Man-Computer Interactive Data Access System) software.  There are 4 processing scripts to process the GOES imager area files into model inputs: 
1. run_daily_GOES_IDL.csh: convert the area files into channel files for GOES EAST and WEST.
2. run_daily_GOES_STEP1.csh: convert the channel data files into surface radiance for GOES EAST and WEST.
3. run_daily_GOES_STEP2.csh: convert the surface radiance into land surface temperature with atmospheric correction for GOES EAST and WEST.
4. run_daily_GOES_STEP3.csh: extract the land surface temperature for North American domain from GOES EAST and WEST.
The scripts are oriented to data input from NOAA/OSPO servers, where satellite data are channel-separated. When all the channel-separated Area files are downloaded, the scripts are executed to produce the land surface temperature inputs for the model. 

McIDAS is also used to alter the spatial resolution of the channel-1 files from one-km visible-channel spatial resolution to four-times lower spatial resolution of 1, 2, and 4 channels used in GET-D (4 km).  In the GET-D processing system, all input GOES Area files are at 4km spatial resolution but will be resample to 8km in step 3.
Table 1.4 GOES McIDAS  data for a single day.
	GOES satellite
	 BANDS
	Example

	GOES 13 EAST
	01
	goes13.2015.215.211519.BAND_01

	GOES 13 EAST
	02
	goes13.2015.215.211519.BAND_02

	GOES 13 EAST
	04
	goes13.2015.215.211519.BAND_04

	GOES 15 WEST
	01
	goes15.2015.215.223019.BAND_01

	GOES 15 WEST
	02
	goes15.2015.215.223019.BAND_02

	GOES 15 WEST
	04
	goes15.2015.215.223019.BAND_04


Upon download, the Area files are renamed by the GET-D processing script, download_daily_GOES.csh, and copied to the appropriate subdirectory in the GOES_IMAGER directory.  The Area filenames have the following convention:


AREA_DDDDDD_N_YYYYJJJJ_HHMM

where
DDDDDD 
= domain (GEDISK, GENHEM, GWDISK, 







      GWNHEM, MSGFD, MTSFD)
N

= channel number


YYYY

= year


JJJ

= day of year


HH

= hour


MM

= minute
IDL routines are used to read the Area files.  These routines are in the source code file IDL.

1.4 GOES Surface and Insolation Products (GSIP)
The GSIP data provided the insolation data for GET-D ET estimates. 

Two scripts are used to process the input GSIP data:

1. run_daily_ GSIP_STEP1_2.csh: extract the insolation variables from GSIP L2 NETCDF input files into binary data in UTC time.

2. run_daily_CFS_STEP3.csh: extract the local insolation data for 24 hours at local time in the North America domain.
Table 1.5 GSIP data for a single day.
	GOES satellite
	Hours
	Example

	GOES 13 EAST
	0045

…..

2345
	gsipL2_goes13_GENHEM_2015335_0145.nc.gz
gsipL2_goes13_GENHEM_2015335_2345.nc.gz

	GOES 15 WEST
	0000

…..

2300
	gsipL2_goes15_GWNHEM_2015335_0000.nc.gz

gsipL2_goes15_GWNHEM_2015335_2300.nc.gz


1.5 Visible Infrared Imaging Radiometer Suite (VIIRS) TC "1.4 Interactive Multisensor Snow & Ice Mapping System (IMS) Snow and Ice Coverage (IMS Snow)" \f C \l "2" 
The reflectance data from VIIRS provided the vegetation dynamic input for GET-D system. Three scripts are used to process the input VIIRS data into LAI:

1. run_daily_aggEVI.csh: Aggregate the EVI granule data in HDF5 format into global EVI binary file.

2. run_daily_VIIRS_EVI.csh: extract the EVI in the North America domain from global EVI binary file.

3. run_daily_VIIRS_LAI.csh: use the regression parameters to compute the LAI from EVI input in the North America domain.

The input file format is:

GVF-EVI_s20151012_e20151018_h19v06_c201510200318110.h5
1.6 Interactive Multisensor Snow & Ice Mapping System (IMS) Snow and Ice Coverage (IMS Snow) TC "1.4 Interactive Multisensor Snow & Ice Mapping System (IMS) Snow and Ice Coverage (IMS Snow)" \f C \l "2" 
Snow coverage data from the Interactive Multisensor Snow & Ice Mapping System (IMS) are used by GET-D to provide snow.  IMS Snow data are available at 24km spatial resolution (in a polar stereographic grid), which is then remapped in the GET-D snow pre-processing step to 1/8 degree spatial resolution (in the GET-D cylindrical equidistant latitude-longitude grid). After that, it is remapped onto the Imager pixels (improvement of the snow processing is planned for the next versions of GET-D).
Snow data are downloaded once per day from NOAA/NESDIS/OSDPD from the server:

satepsdist1e.nesdis.noaa.gov
IMS Snow data downloaded are in ASCII format.  The GET-D snow pre-processing step runs the GET-D program with option “, snowims.f90, which reads the ASCII data, regrids the snow data (as described above), and outputs binary format snow data.  Data reside on the OSDPD server for roughly 5 days.
run_daily_SNOWMASK.csh
Files downloaded have the filename imsYYYYJJJ.asc, where YYYY is the year and JJJ is the day-of-year.  Files after the GET-D snow pre-processing have the name GET-D_YYYY_JJJ_imsnw.grd, where YYYY is the year and JJJ is the day-of-year.  Both files are stored in the /snow_files directory.
The IMS Snow data is required by the GET-D system to mask out the pixels in the ET estimates.  
2.0 INTERMEDIATE FILES TC "2.0 INTERMEDIATE FILES" \f C \l "1" 
GET-D v.1.0 creates intermediate files during the process. The intermediate files are located under ‘data’ directory and can be used for debugging purpose. 
2.1 Meteorological intermediate files
Upon download, the CFS processing script, run_daily_CFS_STEP1.csh will be run to generate the climate variables in common grid in 24 hours UTC time. The output filenames are listed as follows:

Table 2.1 CFS data extracted for a single day in UTC time.
	File name
	Description
	Notes

	pot_profile.bin
	Morning potential temperature at each height level 
	Used for atmospheric correction for GOES radiance data

	temp_profile.bin
	Morning temperature at each height level
	Used to compute the potential temperature in the morning for ALEXI model 

	pressure_profile.bin
	Morning temperature at each height level
	Used to compute the potential temperature in the morning for ALEXI model

	spfh_profile.bin
	Specific humidity at each height level
	Used to compute the potential temperature in the morning for ALEXI model

	height_profile.bin
	Height levels from the surface
	Used to compute the potential temperature in the morning for ALEXI model

	psfc_series.bin
	Surface pressure at 24 hours UTC
	Used to extract the two morning pressures for ALEXI model inputs

	q2_series.bin
	Surface specific humidity at 24 hours UTC
	Used to extract the two morning air humidity for ALEXI model inputs

	t2_series.bin
	Surface air temperature at 24 hours UTC
	Used to extract the two morning air temperature for ALEXI model inputs

	wind_surface.bin
	Surface wind speed at 24 hours UTC
	Used to extract the two morning wind speed for ALEXI model inputs

	lwdn.bin
	Surface long wave down radiation at 24 hours UTC
	Used to extract the two morning long wave down radiation for ALEXI model inputs

	sun_rise15.bin
	Morning sun rise time 
	Used to extract the morning profile


These files are stored in the $data/CFS_COMMON subdirectory with the directory name: $data/CFS_COMMON/YYYYDDD

where “YYYY” is the year, “DD” is the day of the year in three digits, ranges from 001 to 366 (leap year).

2.2 GOES Imager Area Files
The intermediate files generated in GOES data processing is listed in the following table.
Table 2.2 GOES intermediate data in a single day in UTC time. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	GOES satellite
	Data file
	Example

	GOES 13 EAST $HOME/data/TRAD/EAST
	trad1.dat  

trad2.dat
	Brightness temperature in GOES EAST domain at two morning times.

	GOES 15 WEST

$HOME/data/TRAD/WEST
	trad1.dat  

trad2.dat
	Brightness temperature in GOES WEST domain at two morning times.

	GOES 13 EAST

$HOME/data/LST/EAST
	lst1.dat  

lst2.dat
	Land surface temperature in GOES EAST domain at two morning times.

	GOES 15 WEST

$HOME/data/LST/WEST
	lst1.dat  

lst2.dat
	Land surface temperature in GOES WEST domain at two morning times.

	data/ALEXI_LST
	lst15 
lst55
	Land surface temperature in NA domain at two morning times.


2.3 GSIP Files
The intermediate files generated in GSIP data processing is listed in the following table.

Table 2.3 GSIP intermediate data in a single day in UTC time. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	Data file
	Example

	$HOME/data/ GSIP/UTP
	inso_na_24h_2015291.dat
	24 hours UTC time insolation data extracted from GSIP L2 data in North American domain.

	$HOME/data/ ALEXI_MET/[yyyyddd]
	inso_24h
	Contains the 24 hours local time insolation data extracted from two UTC days insolation data


2.4 VIIRS Files TC "1.2 GOES Imager Area Files" \f C \l "2" 
The intermediate files generated in VIIRS data processing is listed in the following table.

Table 2.4 VIIRS intermediate data files. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	Example data file
	Example

	$HOME/data/weekly_evi/[yyyyddd]/
	GVF-WKL-GLB_v1r0_npp_s20151001_

e20151007_c201510132242180.dat
	Global EVI binary data

	$HOME/data/EVI
	VEVI_NA8km_2015289.dat
	The EVI data in North American domain

	$HOME/data/ ALEXI_LAI/[yyyyddd]
	VLAI
	The LAI data in North American domain


2.5 Snow Mask Files TC "1.2 GOES Imager Area Files" \f C \l "2" 
The intermediate files generated in snow mask data processing is listed in the following table.

Table 2.5 snow mask intermediate data files. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	Example data file
	Notes

	$HOME/run
	ims_col8km_test.dat
	Col index used for snow mask

	$HOME/run
	ims_row8km_test.dat
	Row index used for snow mask

	$HOME/data/ALEXI_SNOW/[yyyyddd]
	snow_mask
	Daily snow mask.


2.6 ET and ESI files
The intermediate files generated in ESI data processing is listed in the following table.

Table 2.6 ESI intermediate data files. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	Example data file
	Notes

	$HOME/data/esi/[yyyyddd]/
	XLE2.bin
	Daily ET in the morning

	$HOME/data/esi/[yyyyddd]/
	REF_ET.bin
	Daily reference ET in the morning

	$HOME/data/esi/[yyyyddd]/
	ESI.bin
	Daily fraction of ET and reference ET in the morning

	$HOME/data/esi/[yyyyddd]/
	FPPM_SMN365.bin
	Smoothed daily ESI

	$HOME/data/esi/[yyyyddd]/
	ESI_1week.bin
	Composite weekly ESI


3.0 OUTPUT FILES TC "3.0 OUTPUT FILES" \f C \l "1" 
GET-D outputs are generated for each day:

· Daily ET and fluxes.
· Daily ESI 2, 4, 8, 12 weekly composite.
The GET-D system generates four types of output files: direct access binary data, Hierarchical Data Format (HDF-4) data, Network Common Data Format (netCDF-3) data, and Portable Network Graphics (PNG) images.

3.1 Direct Access Binary Data TC "3.1 Direct Access Binary Data" \f C \l "2" 
1. GET-D binary data files contain daily fluxes and QC flags for each day under data/ET/[yyyyddd]  directory with year and day of the year information:

Table 3.1:  GET-D Output products

	File Name
	Description
	Units

	1. EDAY.bin
	Daily ET flux
	W m-2 day-1

	2. HDAY.bin
	Daily H flux
	W m-2 day-1

	3. GDAY.bin
	Daily G flux
	W m-2 day-1

	4. SDDAY.bin
	Daily SD flux
	W m-2 day-1

	5. SNETDAY.bin
	Daily SNET flux
	W m-2 day-1

	6. LWDNDAY.bin
	Daily LW down flux
	W m-2 day-1

	7. LWUPDAY.bin
	Daily LW up flux
	W m-2 day-1

	8. ESI_2week.bin
	2 weeks composite ESI
	%

	9. ESI_4week.bin
	4 weeks composite ESI
	%

	10. ESI_8week.bin
	8 weeks composite ESI
	%

	11. ESI_12week.bin
	12 weeks composite ESI
	%


The QC of the daily fluxes (QC shortwave downward surface radiative flux) contains flag values indicating various quality conditions of the fluxes.  The flags are packed bitwise according to the following table.
3.2 GRIB Edition 2 (GRIB2) messages TC "3.2 Heirarchical Data Format (HDF-4) Data" \f C \l "2" 
GET-D HDF data files contain one science data set for all of the 11 output variables and their qc information.  The data are stored in original float format without any scaling. GRIB2 data filenames are of the form: 

GETD_GRIB2_yyyyddd.grb2

          YYYY = current Year

           ddd    = current Julian day 

3.3 Network Common Data Format (netCDF) Data TC "3.3 Network Common Data Format (netCDF) Data" \f C \l "2" 
GET-D netCDF data files contain the latitude, longitude, and all of the 11 output variables and their qc information.  The parameters (except unscaled pixel coordinates) are stored scaled, short integers or scaled byte values, in order to reduce file volume.  The scaled short integers and scaled byte values must be unscaled and restored to real (float) data values. Metadata are in the NETCDF file to give scaling factors for restoring the integer or byte values back into real values.

Each hyperslab contains a 2-dimensional array of numbers. 
NetCDF data filenames are of the form: 
GETD_NETCDF_YYYYddd.nc
where          YYYY = current Year

           ddd    = current Julian day 

3.4 Portable Network Graphics (PNG) Image Files TC "3.4 Portable Network Graphics (PNG) Image Files" \f C \l "2" 
The GET-D system generates images for web publishing and/or internal monitoring. Images are produced for GET-D composite Evaporative Stress Index (ESI) only.

The PNG image filenames are of the form:

YYYYMMDD_<parameter>Week.png
Where YYYY = 4 digits year

           DD
= 2 digits day of the year

<parameter>
= GET-D composite week numbers, 02, 04, 08 and 12
Example: on 

20151001_02Week.png
20151001_04Week.png
20151001_08Week.png
20151001_12Week.png
4.0 ANCILLARY FILES TC "4.0 ANCILLARY FILES" \f C \l "1" 
The GET-D ancillary files contain static data needed by the algorithms during GET-D processing, such as algorithm coefficients, land surface classes, and climatology data.  They are “static” because they do not change temporally (but may be updated from time to time). Ancillary files are either in ASCII format or binary format.
All GET-D ancillary files are found in the system’s static directory (default is data/static).

4.1 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for CFS processing
Table 4.1 Static files used for CFS processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	CFS_landcover_2012.dat
	Land cover of CFS data

	$HOME/data/static
	landmask_UMD.1gd4r
	UMD land mask data

	$HOME/data/static
	region_lc.dat
	Land cover mask for the NA domain


4.2 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for GOES data processing

Table 4.2 Static files used for GOES processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	landmask_goes_east_v2.dat
	Land mask of GOES EAST data

	$HOME/data/static
	landmask_goes_west_v2.dat
	Land mask of GOES WEST data

	$HOME/data/static
	landmask_UMD.1gd4r
	UMD land mask data

	$HOME/data/static
	view_angle.dat
	GOES view angle

	$HOME/data/static/EAST_MASK/


	CHAN_DIFF_NEG_DIFF_SMOOTH  MAX_TB11_SMOOTH  VIS_ALBEDO_SMTH

CHAN_DIFF_POS_DIFF_SMOOTH  SUNRISE
	Climatology data used for GOES EAST cloud masking 

	$HOME/data/static/WEST_MASK/
	CHAN_DIFF_NEG_DIFF_SMOOTH  MAX_TB11_SMOOTH  VIS_ALBEDO_SMTH

CHAN_DIFF_POS_DIFF_SMOOTH  SUNRISE
	Climatology data used for GOES WEST cloud masking


4.3 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for GSIP processing

Table 4.3 Static files used for GSIP processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	na8km_dummy.dat
	Dummy file used to replace the missing hourly insolation data.

	$HOME/data/static
	landmask_UMD.1gd4r
	UMD land mask data


4.4 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for VIIRS processing

Table 4.4 Static files used for VIIRS data processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	VIIRS_global_GVF_climatology.h5
	Climatology data used for VIIRS GVF.

	$HOME/data/static
	EVI_b0.dat
	Parameter used for linear regression

	$HOME/data/static
	EVI_b1.dat
	Parameter used for linear regression


4.5 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for snow mask processing

Table 4.5 Static files used for snow mask data processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	imslon_24km.dat
	Lon index file used to remap the snow mask

	$HOME/data/static
	imslat_24km.dat
	Lat index file used to remap the snow mask

	$HOME/data/static
	landmask_UMD.1gd4r
	UMD land mask data


4.6 Static files TC "4.2 ASCII Format Ancillary Files" \f C \l "2"  used for ET/ESI processing

Table 4.6 Static files used for ET/ESI data processing. TC "1.2 GOES Imager Area Files" \f C \l "2" 
	Directory
	File name
	Notes

	$HOME/data/static
	region_adeadl.dat
region_adeadn.dat

region_adeadv.dat

region_aleafl.dat

region_aleafn.dat

region_aleafv.dat

region_xl.dat
	Surface parameters in NA domain.

	$HOME/data/static
	FINAL_RS_CORR_NAMR_WARM_T5T21.dat
	Soil reflectance

	$HOME/data/static
	landmask_UMD.1gd4r
	UMD land mask data

	$HOME/data/static/inso
	alexi_insol15_smth_2011[ddd].dat
alexi_insol55_smth_2011[ddd].dat


	Climatology insolation data
ddd – day of the year, range from 001 to 365
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